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â€¢ Jupiter	 ï¿½Rising:	 ï¿½A	 ï¿½Decade	 ï¿½of	 ï¿½Clos	 ï¿½Topologies	 ï¿½and	 ï¿½Centralized	 ï¿½Control	 ï¿½in	 ï¿½Googleâ€™s	 ï¿½Datacenter	 ï¿½Network	 ï¿½(Singh	 ï¿½et	 ï¿½al.)	 ï¿½
â€“ Tu	 ï¿½5pm-ï¿½â€�6:15pm	 ï¿½Session	 ï¿½3.2:	 ï¿½Experience	 ï¿½Track:	 ï¿½2	 ï¿½â€“ 10	 ï¿½year	 ï¿½retrospective	 ï¿½on	 ï¿½Googleâ€™s	 ï¿½experiences	 ï¿½building	 ï¿½large-ï¿½â€�scale	 ï¿½networks	 ï¿½
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â€¢ Measuring	 ï¿½the	 ï¿½Internet:	 ï¿½
â€“ No	 ï¿½central	 ï¿½va  http://www.nuokui.com/pdf/GCCV7RJt48rI.html  ntage	 ï¿½point,	 ï¿½only	 ï¿½indirect	 ï¿½access	 ï¿½to	 ï¿½certain	 ï¿½portions,	 ï¿½multiple	 ï¿½ASes	 ï¿½hiding	 ï¿½informationâ€¦
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â€“ Need	 ï¿½low	 ï¿½latency	 ï¿½â€“ Need	 ï¿½fine-ï¿½â€�grained	 ï¿½precision	 ï¿½(milli-ï¿½â€�	 ï¿½or	 ï¿½microsecond)	 ï¿½â€“ An	 ï¿½enormous	 ï¿½amount	 ï¿½of	 ï¿½data	 ï¿½to	 ï¿½collect	 ï¿½â€“ Hard	 ï¿½to	 ï¿½publish	 ï¿½findings	 ï¿½(proprietary	 ï¿½data	 ï¿½sets)
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Page 46Paper	 ï¿½previews:	 ï¿½Measurement	 ï¿½(2/2)
â€¢ Packet-ï¿½â€�Level	 ï¿½Telemetry	 ï¿½in	 ï¿½Large	 ï¿½Datacenter	 ï¿½Networks	 ï¿½(Zhu	 ï¿½et	 ï¿½al.)	 ï¿½
â€“ Th	 ï¿½8:50am	 ï¿½-ï¿½â€�	 ï¿½10:30am	 ï¿½Session	 ï¿½8:	 ï¿½Data	 ï¿½center	 ï¿½networking	 ï¿½â€“ Packet	 ï¿½tracing	 ï¿½system	 ï¿½deployed	 ï¿½at	 ï¿½Microsoft	 ï¿½designed	 ï¿½for	 ï¿½finding	 ï¿½network	 ï¿½faults
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â€¢ Internet	 ï¿½service	 ï¿½model:	 ï¿½
â€“ Best-ï¿½â€�effort,	 ï¿½â€œend-ï¿½â€�to-ï¿½â€�end	 ï¿½principleâ€�,	 ï¿½generally	 ï¿½j  http://www.nuokui.com/pdf/GCCV7RJt48rI.html  ust	 ï¿½one	 ï¿½path	 ï¿½to	 ï¿½a	 ï¿½destination
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â€¢ Internet	 ï¿½service	 ï¿½model:	 ï¿½
â€“ Best-ï¿½â€�effort,	 ï¿½â€œend-ï¿½â€�to-ï¿½â€�end	 ï¿½principleâ€�,	 ï¿½generally	 ï¿½just	 ï¿½one	 ï¿½path	 ï¿½to	 ï¿½a	 ï¿½destination
â€¢ Data	 ï¿½center	 ï¿½networks:	 ï¿½
â€“ Load	 ï¿½balancing:	 ï¿½how	 ï¿½to	 ï¿½effectively	 ï¿½use	 ï¿½all	 ï¿½the	 ï¿½many	 ï¿½paths	 ï¿½to	 ï¿½a	 ï¿½given	 ï¿½destination?	 ï¿½â€“ Better	 ï¿½than	 ï¿½best-ï¿½â€�effort:	 ï¿½how	 ï¿½to	 ï¿½prioritize,	 ï¿½rate-ï¿½â€�limit,	 ï¿½adjust	 ï¿½relative	 ï¿½sending	 ï¿½ratesâ€¦
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â€¢ Presto:	 ï¿½Edge-ï¿½â€�based	 ï¿½Load	 ï¿½Balancing	 ï¿½for	 ï¿½Fast	 ï¿½Datacenter	 ï¿½Networks	 ï¿½(He	 ï¿½et	 ï¿½al.)	 ï¿½
â€“ Th	 ï¿½8:50am	 ï¿½-ï¿½â€�	 ï¿½10:30am	 ï¿½Session	 ï¿½8:	 ï¿½Data	 ï¿½center	 ï¿½networking	 ï¿½â€“ Choosing	 ï¿½paths	 ï¿½for	 ï¿½packets	 ï¿½with	 ï¿½help	 ï¿½from	 ï¿½endhosts	 ï¿½
â€¢ Enabling	 ï¿½End-ï¿½â€�Host	 ï¿½Network	 ï¿½Functions	 ï¿½(Ballani	 ï¿½et	 ï¿½al.)	 ï¿½
â€“ Th	 ï¿½8:50am	 ï¿½-ï¿½â€�	 ï¿½10:30am	 ï¿½Session	 ï¿½8:	 ï¿½Data	 ï¿½center	 ï¿½networking	 ï¿½â€“ Providing	 ï¿½better	 ï¿½than	 ï¿½best-ï¿½â€�effort	 ï¿½handling	 ï¿½of	 ï¿½packets	 ï¿½with	 ï¿½help	 ï¿½from	 ï¿½endhosts
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â€¢ DCN	 ï¿½is	 ï¿½an	 ï¿½exciting,	 ï¿½fun	 ï¿½research	 ï¿½area	 ï¿½â€¢ While	 ï¿½many	 ï¿½papers	 ï¿½are	 ï¿½from	 ï¿½Microsoft,	 ï¿½Google,	 ï¿½Facebook,	 ï¿½â€¦	 ï¿½
â€“ YOU	 ï¿½have	 ï¿½the	 ï¿½ability	 ï¿½to	 ï¿½have	 ï¿½enormous	 ï¿½impact	 ï¿½â€“ Many	 ï¿½projects	 ï¿½are	 ï¿½open-ï¿½â€�source	 ï¿½
â€¢ E.g.,	 ï¿½http://opencompute.org	 ï¿½
â€¢ Rethink	 ï¿½the	 ï¿½entire	 ï¿½network	 ï¿½stack!	 ï¿½
â€“ Hardware,	 ï¿½software,	 ï¿½protocols,	 ï¿½OS,	 ï¿½NIC,	 ï¿½â€¦
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